
**Sufficient Conditions for Correlation Decay.** We first recall the definition of correlation decay in graphical models. Given a graph $G = (W, E)$ and a distribution $P_{X|G}$ Markov on it, and any subset $A \subset W$, let $P_{X|A|G}$ denote the marginal distribution of variables in $A$. For some subgraph $F \subset G$, let $P_{X|A|F}$ denote the marginal distribution on $A$ obtained by setting the potentials of edges in $G \setminus F$ to zero. Thus, $P_{X|A|F}$ is Markov on graph $F$. Let $\mathcal{N}[i; G] := \mathcal{N}(i; G) \cup i$ denote the closed neighborhood of node $i$ in $G$. For any two sets $A_1, A_2 \subset W$, let $\text{dist}(A_1, A_2) := \min_{i \in A_1, j \in A_2} \text{dist}(i, j)$ denote the minimum graph distance.

**Definition 1 (Correlation Decay).** A distribution $P_{X|G}$ Markov on graph $G_m = (W_m, E_m)$ is said to exhibit correlation decay with a non-increasing rate function $\zeta(\cdot) > 0$ if for all $l, m \in \mathbb{N},$

\[
\|P_{X|G_m} - P_{X|F_l(i; G_m)}\|_1 \leq \zeta(\text{dist}(A, \partial B_l(i))), \quad \forall i \in W_m, A \subset B_l(i).
\]

For Ising models, the regime of correlation decay can be explicitly established. Recall that $\Delta_{\text{max}}$ is the maximum degree of graph $G$ and the maximum absolute edge potential is $\theta_{\text{max}}$.

**Lemma 1 (Correlation Decay in Ising Models).** The class of Ising models is in the regime of correlation decay when satisfies

\[
\alpha := \Delta_{\text{max}} \tanh(\theta_{\text{max}}) < 1.
\]

The rate function $\zeta(\cdot)$ for correlation decay in (1) is given by

\[
\zeta(l) = 2\alpha^l, \quad \forall l \in \mathbb{N}.
\]

**Proof:** The above result on correlation decay is based on the concept of self-avoiding walk trees (SAW), which converts the conditional distributions of a general model to those on a tree model. See [3] for details. □

**Distance Bounds.** Recall that $\hat{d}^n(i, j)$ denotes the estimated distance between nodes $i$ and $j$ using the empirical distribution $\hat{P}_{X_{i,j}}$, computed using $n$ samples, i.e.,

\[
\hat{d}^n(i, j) := -\log |\det(\hat{P}_{X_{i,j}}^n)|, \quad \forall i, j \in V.
\]

Recall the notion of a local tree metric $d_{\text{tree}}(V)$, computed by limiting the model to acyclic neighborhood subgraphs between the respective node pairs. Given a graph $G = (W, E)$, let $d_{\text{tree}}(i, j; G) :=$
Proof: A more general version of this result is proven in [7, Lemma 4.1].

We also use the following result for attractive models ($\theta_{i,j} > 0$, $\forall (i,j) \in G$).

Lemma 4 (Griffith’s Second Inequality [9]). For two attractive Ising models Markov on same graph $G = (W, E)$ with potentials $0 < \theta_{i,j} \leq \theta'_{i,j}$ for all $(i,j) \in G$, we have

\[(11) \quad \mathbb{E} \left[ \prod_{i \in U} X_i; \theta \right] \leq \mathbb{E} \left[ \prod_{i \in U} X_i; \theta' \right], \quad \forall U \subset W.\]
In particular, this means that if the potentials of a model are increased, then the marginal expectation $E[X_i]$ are also increased. This implies if some of the edge potentials are set to zero (meaning we take the model on a subgraph), $E[X_i]$ is reduced.

Finally we note a simple expression for information distance in a symmetric Ising model (with zero node potentials) on two nodes.

**Fact 1 (Symmetric Ising Model).** For a symmetric Ising model on two nodes $\{1,2\}$ with edge potential $\theta$ and zero node potentials, we have

$$d(1,2) := -\log |\det P_{X_1,X_2;\theta,0,0}| = -\log |C_{1,2}| = -\log \tanh |\theta|,$$

where $C_{1,2} := E[X_1X_2]$ is the correlation between the two nodes.

**Proof:** For a symmetric model, we have $P(X_i = x) = 0.5$ for $i = 1,2$ and $x \in \{-1,+1\}$. Similarly $P(X_1 = +|X_2 = -) = P(X_1 = -|X_2 = +)$. Using these facts, the distance $d(1,2) = -\log |C_{1,2}|$. The correlation simplifies to

$$C_{1,2} := \frac{1}{2}(E[X_1X_2 = +1] - E[X_1X_2 = -]) = \tanh \theta.$$

From the above fact, assuming Lemma 2 holds, $d_{\text{max}}$ for Ising models is given by

$$d_{\text{max}} \leq -\log \tanh \theta_{\text{min}}.$$

**Proof of Lemma 2:** For an Ising model $P_{X_1,X_2;\theta,\phi_1,\phi_2}$ on two nodes $\{1,2\}$ with edge potential $\theta$ and node potentials $\phi_1, \phi_2$, we have

$$\exp[-d(1,2;\theta,\phi_1,\phi_2))] = |\det P| = \frac{\sinh(2|\theta|)}{2(e^\theta \cosh(\phi_1 + \phi_2) + e^{-\theta} \cosh(\phi_1 - \phi_2))^2}.$$

Without loss of generality, consider an attractive model ($\theta > 0$). The above function is minimized with respect to $\{\phi_1,\phi_2\}$ when $\phi_1 = \phi_2 = 0$ since $\cosh(x) \geq \cosh(0) = 1$. Similarly it is maximized with respect to $\{\phi_1,\phi_2\}$ when $\phi_1 = \phi_2 = \phi'_{\text{max}}$ for $\theta > 0$. We subsequently establish that it is the maximum allowed node potential. When $\phi_1 = \phi_2 = 0$, we can show that $\exp[-d(1,2)]$ is increasing in $\theta$ and thus, the minimum is attained when $\theta = \theta_{\text{min}}$, and the maximum when $\theta = \theta_{\text{max}}$.

From Lemma 3, the marginal distribution between two neighbors on a tree model is characterized. Only the node potentials at the two nodes are altered when the marginal distribution at the two nodes is considered. The (absolute) node potential at the two nodes is dominated by the attractive counterpart and cannot exceed $\phi'_{\text{max}}$ in (10) from Griffith’s property of attractive models in Lemma 4.

**Proof of Theorem 1 in [1]:** Applying Theorem 2 in [1] to Ising models, we have structural consistency when $n = \Omega(v^{-2}\log p)$, where $v$ is given in (B3). We have $v = \min(-0.5e^{-r(e^{d_{\text{min}}/2}} - 1), \exp[-0.5d_{\text{max}}(r/d_{\text{min}} + 2)])$. When $r$ is chosen as $r = \delta(\eta + 1)d_{\text{max}} + \epsilon$, for some $\epsilon > 0$, we have that $v = \exp[-0.5d_{\text{max}}(r/d_{\text{min}} + 2)]$, when $e^{-d_{\text{max}}/2} < 1/3$. Using the fact that $e^{-d_{\text{max}}/2} = \tanh \theta_{\text{min}}$ from (14), we have that $\tanh \theta_{\text{min}} < 1/3$ holds when the maximum degree $\Delta_{\text{max}} > 3$ since the model is in the regime of correlation decay (B3). Since we require minimum degree of three for identifiability of hidden nodes (B1), this is satisfied, and we have the result.
For the special case when all the nodes are observed ($\delta = 1$), the sample complexity can be improved by selecting the parameter $r > d_{\max} + \epsilon$ for some $\epsilon > 0$, and only building local MSTs, and considering their union. In this case the sample complexity is given by $n = \Omega(e^{2r} \log p)$ which reduces to $n = \Omega(\theta^{-2} \log p)$. 

2. Structural Consistency of LocalCLGrouping. We first establish that the LocalCLGrouping algorithm proposed in [1] recovers the unknown latent graph correctly when statistics corresponding to the tree limit are input. In Section 2.2, we then establish that distances based on exact statistics converge locally to their tree limit. Finally, we consider sample-based analysis in Section 2.3, and use standard concentration results, along the lines of [8, Section 6], and thereby proving Theorem 1 of [1].

2.1. Correctness of LocalCLGrouping under Local Tree Metric $d_{\text{tree}}(V)$. We first establish that the LocalCLGrouping algorithm outputs the correct graph when a local tree metric $d_{\text{tree}}(V)$, computed using acyclic neighborhood subgraphs according to (5), is input to the algorithm. In Section 2.2, we establish local convergence of sample distances $d(V)$ to $d_{\text{tree}}(V)$ under correlation decay and provide perturbation bounds.

Recall that $d_{\text{tree}}(V) := \{d(i, j; \text{tree}) : i, j \in V\}$ is given by

$$d(i, j; \text{tree}) := -\log |\det P_{X_{i,j}|\text{tree}(i,j)}|,$$

where $P_{X_{i,j}|\text{tree}(i,j)}$ denotes the distribution at nodes $i$ and $j$ by limiting the model to the induced subgraph $\text{tree}(i, j)$. Since $\text{tree}(i, j)$ has no cycles, it immediately follows that $d_{\text{tree}}(V)$ is a tree metric.

**Fact 2 (Local Tree Metric).** The distances $d_{\text{tree}}(V)$ form an additive tree metric.

2.1.1. Recap of CLGrouping for Learning Latent Trees. We first recap the result from [6, Lemma 8] that relates a latent tree model with the minimum spanning tree over the observed nodes according to a tree metric. Note that in this case, $d(V)$ coincides with $d_{\text{tree}}(V)$. For every node $i \in W$ in the latent tree $T$, define a mapping $S_g : W \rightarrow V$, termed as surrogate mapping, as follows:

$$(16) \quad S_g(i; d) := \arg \min_{j \in V} d(i, j; T), \quad \forall, i \in W.$$ 

Thus, observed nodes $V$ are their own surrogates while the hidden nodes $H$ are mapped to the closest observed node according to metric $d(V)$. See Fig.1 for an example.

**Proposition 1 (Relating Latent Tree and MST).** Given a latent tree $T = (W, E)$, set of observed nodes $V \subset W$ and a tree metric $d(V)$, the minimum spanning tree MST($V; d$) over the observed nodes satisfies the following properties:

1. The MST($V; d$) is obtained from the latent tree $T$ by merging each hidden node $h \in H$ with its surrogate $S_g(h; d)$ and vice versa.

2. Let $\xi$ denote the maximum graph distance between a hidden node and its surrogate in the latent tree $T$ and let $\delta$ denote the depth of tree $T$. We have

$$\xi \leq \delta \frac{d_{\max; T}}{d_{\min; T}},$$

where $d_{\min; T}$ and $d_{\max; T}$ are bounds on the distance in $T$. 
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A latent tree model over $T = (W, E)$ and the corresponding minimum spanning tree $\text{MST}(V; d)$ over the observed nodes $V \subset W$. The observed nodes are shaded while the hidden nodes are unshaded. The thick lines in Fig. 1a represent the edge between a hidden node and its surrogate. See Lemma 1.

2.1.2. Union of Local MSTs under LocalCLGrouping. Using the results of CLGrouping, we establish properties of the union of local minimum spanning trees for girth-constrained graphs under correlation decay. To this end, consider the choice of parameter $r$

$$\delta (\eta + 1) d_{\text{max}} < r < \frac{g}{4} d_{\text{min}} - r,$$

which is implied by assumption $(B3)$ of [1].

Also define

$$r' := \left\lceil \frac{r}{d_{\text{max;tree}}} \right\rceil, \quad r'' := \left\lfloor \frac{r}{d_{\text{min;tree}}} \right\rfloor.$$

Recall that $B_r(i; d_{\text{tree}})$ denotes the set of observed nodes within distance $r$ according to the metric $d_{\text{tree}}(V)$. Let $B_{r'}(i; G)$ denote the set of nodes (including hidden nodes) within graph distance $r'$ from node $i \in V$ on graph $G$. By definition, $B_{r'}(i; G) \subset B_r(i; d_{\text{tree}}) \subset B_{r''}(i; G)$. In other words, the nodes in $B_r(i; d_{\text{tree}})$ have graph distance at least $r'$ and at most $r''$. We have the following result.

**Lemma 5 (Properties of Union of Local MSTs under $d_{\text{tree}}(V)$).** The graph formed by the union of local minimum spanning trees $(G' := \bigcup_{i \in V} \text{MST}(B_r(i); d_{\text{tree}}))$ under LocalCLGrouping method using the distance metric $d_{\text{tree}}(V)$, when the parameter $r$ is chosen according to (18), satisfies the following properties:

1. $G'$ does not contain triangles.
2. $G'$ is formed by contracting each hidden node $h \in H$ to its surrogate node $\text{Sg}(h; d_{\text{tree}})$ (according to the distance metric (4)).

**Proof:** The first result is easy to see. We have that for each edge $(i, j) \in G'$, $d(i, j; \text{tree}) \leq r$ since the MSTs are formed on nodes within distance $r$. By contradiction, assume that a triangle exists between nodes $i, j, k \in V$ in $G'$. This implies that $d(i, j; \text{tree}), d(j, k; \text{tree}), d(k, i; \text{tree}) \leq r$. For a triangle to exist, we require another node $l \in V$ such that $d(j, l; \text{tree}), d(j, k; \text{tree}), d(k, l; \text{tree}) \leq r$. See Fig. 2. Since the maximum graph distance between any two nodes $i, j$ satisfying $d(i, j; \text{tree}) \leq r$ is $r''$, we have that the maximum length of the cycle containing $i, j, k, l$ is $4r''$. When $4r'' < g$ (which holds for $r$ according to (18)), such a cycle cannot exist and such triangles cannot occur in $G'$.

For the second result, from Fact 2, the distances $d_{\text{tree}}(B_{r''}(i; G))$ form a tree metric when $2r'' < g$, where $g$ is the girth of the graph $G$, which holds for the choice of $r$ in (18). This implies that
Proposition 1 is applicable and the minimum spanning tree MST($B_r(v); d$)) is formed as a result of contraction of hidden nodes to their surrogates. Assumption (B3) in [1] implies that we require that the depth $\delta$ to satisfy

$$\frac{g}{4}d_{\min} > \delta (\eta + 1) d_{\max}.$$  

When the parameter $\xi$ in (17) satisfies $\xi + \delta < r'$, which is true under (20), then every hidden node has a surrogate within some local neighborhood $B_r(v)$ and forms a quartet with its surrogate node. This implies that every hidden node $h \in H$ contracts to its surrogate node in some local MST.

**Proof of Theorem 2 of [1] under $d_{\text{tree}}(V)$ input:** We now show that the method LocalCLGrouping correctly recovers the graph $G$ when tree-based distances $d_{\text{tree}}(V)$ are input under the assumptions of Theorem 2. From Lemma 5, we have that in the graph formed from the union of local MSTs ($G' := \cup_{v \in V} \text{MST}(B_r(v); d_{\text{tree}})$), each hidden node is contracted to its surrogate node. The method LocalCLGrouping proceeds by reversing these contractions by considering neighborhoods on $G'$ and constructing a local latent tree. Since there are no triangles in $G'$, the construction of local latent trees are independent. From the correctness of CLGrouping developed in [6], the local latent trees are correct since the distance metric converges locally to a tree metric. Thus, the correctness of LocalCLGrouping under $d_{\text{tree}}(V)$ is proven. 

**Proof of Theorem 2 of [1] with samples:** Combining Lemma 8, and Lemma 11. 

2.2. Local Convergence to a Tree Metric. We have so far analyzed the performance of LocalCLGrouping algorithm under tree-based distances $d_{\text{tree}}(V)$. We now relate the distances $d(V)$ computed using exact pairwise statistics with $d_{\text{tree}}(V)$ under correlation decay according to (1). Let

$$d'_{\max}(l) := ld_{\max;\text{tree}} - \log(1 - e^{ld_{\max}|X|\zeta(g/2 - l - 1)),$$

where $d_{\max;\text{tree}}$ is the maximum $d(i,j;\text{tree})$ for any two neighbors $i,j$ on graph $G$ according to (6).

**Proposition 2** (Local Convergence to a Tree Metric). *When a discrete graphical model satisfies correlation decay with rate $\zeta(\cdot)$ according to (1), we have a.a.s., for nodes $i,j \in W$ with graph distance $l$ in $G$ and $l < g/2 - 1$,

$$|\exp[-d(i,j;G)] - \exp[-d(i,j;\text{tree})]| \leq |X|\zeta(g/2 - l - 1),$$

where $g$ is the girth of the graph, and $|X|$ is the cardinality of the random variable at each node. Additionally, we have

$$|d(i,j;G) - d(i,j;\text{tree})| \leq |X|e^{d'_{\max}(l)}\zeta(g/2 - l - 1).$$
Proof: From the definition of correlation decay in (1), we have that

$$\|P_{X_{i,j}|G} - P_{X_{i,j}|\text{tree}(i,j)}\|_1 \leq \zeta(g/2 - l - 1),$$

since \(\text{tree}(i, j; G) := G(B_{[g/2]-1}(i) \cup B_{[g/2]-1}(j))\) and \(g/2 - l - 1\) is the distance from \(i\) and \(j\) to the nearest boundary.

From [4, Sec. 20], we have that for any \(k \times k\) matrix \(A\),

$$(23) |\det(A + E) - \det(A)| \leq k \max\{\|A\|_q, \|A + E\|_q\}^{k-1} \|E\|_q.$$  

Thus, we have that

$$|\det(P_{X_{i,j}|G}) - \det(P_{X_{i,j}|\text{tree}(i,j)})| \leq |X| \|P_{X_{i,j}|G} - P_{X_{i,j}|\text{tree}(i,j)}\|_1 \leq |X| \zeta(g/2 - l - 1).$$

From Lipschitz continuity, we have that

$$|d(i, j; G) - d(i, j; \text{tree})| \leq e^{d_{\max;G}(l)} |\det(P_{X_{i,j}|G}) - \det(P_{X_{i,j}|\text{tree}(i,j)})|,$$

Let \(d_{\max;G}(l)\) be the maximum \(d(i, j; G)\) for any two nodes \(i, j\) at graph distance \(l\), and similarly for \(d_{\max;\text{tree}}(l)\). Since no cycles are encountered in \(\text{tree}(i, j)\), \(d(i, j; \text{tree})\) is a tree metric and thus \(d_{\max;\text{tree}}(l) = ld_{\max;\text{tree}}(1)\). For \(d_{\max;G}(l)\), we note that

$$e^{-d_{\max;G}(l)} \geq e^{-ld_{\max;\text{tree}}(1)} - |X| \zeta(g/2 - l - 1).$$

Remark: When

$$(24) e^{ld_{\max;\text{tree}}}|X| \zeta(g/2 - l - 1) = o(1),$$

then

$$(25) |d(i, j; G) - d(i, j; \text{tree})| \leq |X| e^{ld_{\max;\text{tree}}+o(1)} \zeta(g/2 - l - 1) = o(1),$$

2.3. Sample-Based Analysis.

2.3.1. Concentration of Distance Estimates. We first derive the concentration bounds for distance estimates along the lines of from [8, 10]. Let \(\hat{d}^n(V)\) be the estimated distances using \(n\) samples according to (4). We first recap the following result on empirical distribution [11, Thm. 2.1].

Proposition 3 (Guarantees for General Empirical Distribution). The following is true for the empirical distribution \(\hat{P}^n\), obtained using \(n\) i.i.d. samples from a discrete distribution \(P\):

$$(26) \Pr[\|\hat{P}^n - P\|_1 > \epsilon] \leq 2^k \exp[-n\epsilon^2/2],$$

where \(k\) is the dimension.

Given a graph \(G\), let the graph distance between two nodes \(i\) and \(j\) under consideration on graph \(G\) be \(l\). Recall that \(|X|\) is the dimension of the variable at each node.
Lemma 6 (Concentration of Empirical Distances). For empirical distance between node \( i \) and \( j \) at graph distance \( l \), computed according to (4) using \( n \) samples, we have the following result:

\[
(P) \quad P \left[ |\exp[-\hat{d}(i,j;G)] - \exp[-d(i,j;G)]| > \epsilon \right] \leq 2^{\lvert X \rvert} \exp \left[ -\frac{n\epsilon^2}{2\lvert X \rvert^2} \right].
\]

When \( \epsilon > \lvert X \rvert^2 \zeta (g/2 - l - 1) \) and \( l < g/2 - 1 \), we additionally have that

\[
(P)_{\epsilon} \quad P \left[ |\exp[-\hat{d}(i,j;G)] - \exp[-d(i,j;\text{tree})]| > \epsilon \right] \leq 2^{\lvert X \rvert} \exp \left[ -\frac{n\epsilon^2}{2\lvert X \rvert^2} \left( \epsilon - \lvert X \rvert^2 \zeta (g/2 - l - 1) \right)^2 \right].
\]

Proof: Along the lines of Proposition 2, using [4, Sec. 20], we have,

\[
(P) \quad P \left[ |\det(\hat{P}_{X_{i,j}G}) - \det(P_{X_{i,j}G})| > \epsilon \right] \leq 2^{\lvert X \rvert} \exp \left[ -\frac{n\epsilon^2}{2\lvert X \rvert^2} \right],
\]

and thus (27) holds since \( d(i,j;G) \coloneqq -\log |\det(P_{X_{i,j}G})| \). Using Proposition 2, we also have (28). \( \square \)

2.3.2. Recap of Sample Analysis of CLGrouping for Learning Latent Trees. We also recap the result [6] that the minimum spanning tree (MST) constructed over observed nodes under CLGrouping method is consistent when the underlying model is a latent tree.

Recall that \( p \coloneqq |V| \) is the number of observed nodes and \( n \) is the number of samples. Let \( \eta \) be the maximum graph distance (with respect to the latent tree \( T \)) between any two neighbors in \( MST(V,d) \) and \( d_{\text{min}}, d_{\text{max}} \) are distance bounds on the edges of the latent tree \( T \).

Lemma 7 (Consistency of MST using CLGrouping for Latent Trees). Given a latent tree \( T = (W,E) \) and observed node set \( V \subset W \), the MST constructed by CLGrouping method using empirical distances \( \hat{d}^n(V) \) does not coincide with the true MST based on exact distances \( d(V) \) with probability

\[
P \left[ MST(V;\hat{d}^n) \neq MST(V;d) \right] \leq 2^{\lvert X \rvert + 1} P^3 \exp \left[ -\frac{n}{8\lvert X \rvert^2} e^{-2p\eta d_{\text{max}} (1 - e^{-d_{\text{min}}})^2} \right].
\]

Proof: From the property of the MST,

\[
P \left[ MST(V;\hat{d}^n) \neq MST(V;d) \right] \overset{(a)}{=} P \left[ \bigcup_{(i,j) \in MST(V;d)} \left( e^{-\hat{d}(u,v)} > e^{-\hat{d}(i,j)} \right) \right],
\]

\[
\overset{(b)}{\leq} P^3 \max_{(i,j) \in MST(V;d)} P \left[ e_{u,v} - e_{i,j} > e^{-d(i,j)} - e^{-d(u,v)} \right]
\]

\[
\overset{(c)}{\leq} P^3 \max_{i,j,u,v \in V} P \left[ e_{u,v} - e_{i,j} > e^{-\eta d_{\text{max}} (1 - e^{-d_{\text{min}}})} \right]
\]

\[
\overset{(d)}{\leq} 2p^3 \max_{u,v \in V} P \left[ e_{u,v} > e^{-\eta d_{\text{max}}} \frac{2}{1 - e^{-d_{\text{min}}}} \right],
\]

where \( e_{u,v} \coloneqq \exp[-\hat{d}(u,v)] - \exp[-d(u,v)] \) and similarly for \( e_{i,j} \). Equality (a) is due to the property of the MST, inequality (b) is the union bound, inequality (c) is obtained by applying bounds on \( d(i,j) \) and \( d(u,v) \):

\[
e^{-d(i,j)} - e^{-d(u,v)} > e^{-d(i,j)}(1 - e^{d(i,j) - d(u,v)}) > e^{-\eta d_{\text{max}} (1 - e^{-d_{\text{min}}})},
\]
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Along the lines of Lemma other parameters are bounded, for the error probability to decay. Inequality (d) is obtained from the fact that $\epsilon_{u,v} - \epsilon_{i,j} \geq 2\max(\epsilon_{u,v}, \epsilon_{i,j})$ and applying the union bound. The final result is from (29) in Proposition 6.

2.3.3. Sample Analysis of Union of MSTs under LocalCLGrouping. We now establish consistency under LocalCLGrouping algorithm using the above result and local convergence of the metric $d(V)$ to tree-based metric $d_{\text{tree}}(V)$, according to Proposition 2. Recall that $\hat{d}^n(V)$ denotes the estimates of the true distances $d(V)$ according to graph $G$. Let $d_{\text{tree}}(V)$ denote the distances by considering only acyclic neighborhood subgraphs, defined in Proposition 2. Given empirical distances $\hat{d}^n(V)$ and tree distances $d_{\text{tree}}$ and parameter $r$ according to (18), for each $i \in V$, let $\hat{A}_i := B_r(i; \hat{d}^n)$. Define $\mathcal{L} := \mathbb{N} \cap (r/d_{\text{min}}, g/2)$.

Lemma 8 (Union of Local MSTs under LocalCLGrouping: I). Given a graphical model Markov on graph $G = (W, E)$ satisfying conditions of Theorem 2 in [1] with observed node set $V \subset W$, we have

$$
P \left[ \bigcup_{i \in V} \text{MST}(\hat{A}_i; \hat{d}^n) \neq \bigcup_{i \in V} \text{MST}(\hat{A}_i; d_{\text{tree}}) \right]$$

$$\leq 2^{\vert X \vert} p^3 \min_{l \in \mathcal{L}} \left( 2p \exp \left[ -\frac{n}{2\vert X \vert^2} \left( 0.5e^{-r(e^{d_{\text{min}}} - 1) - |X|^2\zeta(g/2 - l - 1)^2} \right) \right] + \exp \left[ -\frac{n}{2\vert X \vert^2} \left( ld_{\text{min}} - r - |X|^2\zeta(g/2 - l - 1)^2 \right) \right] \right).$$

(30)

Remark: In the high-dimensional regime, where $p \to \infty$, the first term dominates. Since $\zeta(\cdot)$ is monotonically decreasing, we can choose $l = [r/d_{\text{min}}] + 1$. Roughly, we require $n = \Omega(e^r)$ when the other parameters are bounded, for the error probability to decay.

Proof: Along the lines of Lemma 7, for each $k \in V$, we have

$$P \left[ \text{MST}(\hat{A}_k; \hat{d}^n) \neq \text{MST}(\hat{A}_k; d_{\text{tree}}) \right]$$

$$= P \left[ \bigcup_{(i,j) \in \text{MST}(\hat{A}_k; d_{\text{tree}})} \left( e^{-d_{(i,j)}} > e^{-\hat{d}(i,j)} \right) \right],$$

$$\leq p^3 \max_{(i,j) \in \text{MST}(\hat{A}_k; d_{\text{tree}})} P \left[ \epsilon_{u,v} - \epsilon_{i,j} > e^{-d_{(i,j);\text{tree}}} - e^{-d_{(i,j);\text{tree}}} \right]$$

$$(a) \leq p^3 \max_{i,j,u,v \in V} P \left[ \epsilon_{u,v} - \epsilon_{i,j} > (e^{-r} - \epsilon_{i,j})(1 - e^{-d_{\text{min}}}) \right]$$

$$(b) \leq 2p^3 \max_{u,v \in V} P \left[ \epsilon_{u,v} > \frac{e^{-r}}{2}(e^{d_{\text{min}}} - 1) \right],$$
Thus, we have (32)
\[ \hat{G} \]

We now derive characterize the event that (31)
\[ \hat{G} \]

We now provide conditions when \( \hat{l} \).
\[ \hat{l} \]

Thus, we have
\[ \hat{l} \]

We now provide conditions when \( \hat{d} \).
\[ \hat{d} \]

**Lemma 9 (Union of Local MSTs under LocalCLGrouping: II).** Given a graphical model Markov on graph \( G = (W, E) \) satisfying conditions of Theorem 2 in [1] with observed node set \( V \subset W \), we have
\[ \hat{l} \]

\[ \hat{l} \]

\[ \hat{l} \]

\[ \hat{l} \]
Proof: Define

\[ \hat{l}_{\text{max}} := \max_k \left( \text{Diam}(\text{MST}(\hat{A}_k)) \right), \]

\[ \hat{l}_{\text{min}} := \min_k \left( \text{Diam}(\text{MST}(\hat{A}_k)) \right). \]

where \( \text{Diam}(\cdot) \) is the diameter, in terms of graph distance on \( G \). Conditioned on the event \( \{\hat{l}_{\text{max}} < \frac{q}{4}\} \cap \{\hat{l}_{\text{min}} > \xi + \delta\} \), the graph satisfies the properties listed in Lemma 5 and thus,

\[ \mathbb{P} \left[ \bigcup_{i \in V} \text{MST}(\hat{A}_i; d_{\text{tree}}) \neq \bigcup_{i \in V} \text{MST}(A_i; d_{\text{tree}}) \left| \{\hat{l}_{\text{max}} < \frac{q}{4}\} \cap \{\hat{l}_{\text{min}} > \xi + \delta\} \right. \right] = 0. \]

Moreover,

\[ \mathbb{P} \left[ \{\hat{l}_{\text{max}} > \frac{q}{4}\} \cup \{\hat{l}_{\text{min}} < \xi + \delta\} \right] \]

\[ \leq 2^{2|\mathcal{X}|} p^3 \left( \exp \left[ -\frac{n}{2|\mathcal{X}|^2} \left( \frac{g d_{\text{min}} - r}{4} - |\mathcal{X}|^2 \zeta \left( \frac{3}{2} - r/d_{\text{min}} - 1 \right) \right)^2 \right] \right. 

\[ \left. + \exp \left[ -\frac{n}{2|\mathcal{X}|^2} \left( r - (\xi + \delta)d_{\text{max}} - |\mathcal{X}|^2 \zeta \left( \frac{3}{2} - r/d_{\text{min}} - 1 \right) \right)^2 \right] \right), \]

where \( \xi := \delta d_{\text{max}}/d_{\text{min}} \) is the worst-case graph distance between a hidden node and its surrogate in \( G \) with respect to metric \( d_{\text{tree}} \). This is because the worst-case distance in a quartet containing a hidden node and its surrogate is \( (\xi + \delta)d_{\text{max}} \). When the empirical version of this distance exceeds \( r \), then we have a bad event. \( \square \)

2.3.4. Analysis of the Recursive Grouping. Recall that for each \( i \in V \), let \( \hat{A}_i := B_r(i; \hat{d}^n) \) and \( A_i := B_r(i; d_{\text{tree}}) \). In LocalCLGrouping, the recursive grouping procedure is run on subsets of nodes in each \( \hat{A}_i \). We first analyze the performance of quartet test.

Lemma 10 (Analysis of Quartet Test). Given distance estimates \( \hat{d}^n(\hat{A}_i) \) over observed nodes in \( \hat{A}_i \), for each \( i \in V \), Quartet(\( \hat{d}^n(\hat{A}_i), \Lambda \)) returns the correct set of quartets (and no null results) with probability at least

\[ \mathbb{P}[\bigcup_{i \in V} \{\text{Quartet}(\hat{d}^n(\hat{A}_i), \Lambda) \neq \text{Quartet}(d_{\text{tree}}(\hat{A}_i), \Lambda)\}] \]

\[ \leq 2^{2|\mathcal{X}|} p^3 \left( \exp \left[ -\frac{n}{2|\mathcal{X}|^2} \left( \exp[-(r/d_{\text{min}} + 2)d_{\text{max}}/2] - |\mathcal{X}|^2 \zeta \left( \frac{3}{2} - r/d_{\text{min}} - 1 \right) \right)^2 \right] \right. 

\[ \left. + \exp \left[ -\frac{n}{2|\mathcal{X}|^2} \left( d_{\text{min}} - |\mathcal{X}|^2 \zeta \left( \frac{3}{2} - r/d_{\text{min}} - 1 \right) \right)^2 \right] \right), \]

when \( \Lambda \) is chosen as

\[ \Lambda = \exp[-(r/d_{\text{min}} + 2)d_{\text{max}}/2]. \]

Proof: For each quartet \( Q(v_1v_2|v_3v_4) \) under metric \( d_{\text{tree}}(V) \) and \( A := \bigcup_{i=1}^4 v_i \), we have that

\[ \mathbb{P}[\text{Quartet}(\hat{d}^n(A), \Lambda) \neq \text{Quartet}(d_{\text{tree}}(A), \Lambda)] \]

\[ \bigcap_{a,b \in A} \{ |\hat{d}^n(a, b) - d(a, b; \text{tree})| < \Lambda \} = 0, \]
and the test \( \text{Quartet}(\hat{d}^n(\mathcal{A}), \Lambda) \) does not return null when \( \Lambda < \exp[-\max_{a,b \in \mathcal{A}} d(a, b; \text{tree})/2] \). Considering all sets \( \tilde{A}_i \) for \( i \in V \), we require \( \Lambda < \exp[-\tilde{l}_{\text{max}}d_{\text{max}}/2] \) to not return null, where

\[
\tilde{l}_{\text{max}} := \max_k \left( \text{Diam}(\text{MST}(\tilde{A}_k)) \right).
\]

From Lemma 6, choosing \( \Lambda = \exp[-(l + 1)d_{\text{max}}/2] \) we that

\[
\mathbb{P} \left[ \bigcup_{i \in V} \{ \text{Quartet}(\hat{d}^n(\tilde{A}_i), \Lambda) \neq \text{Quartet}(d_{\text{tree}}(\tilde{A}_i), \Lambda) \mid \tilde{l}_{\text{max}} < l \} \right]
\leq 2^{\mid \mathcal{X} \mid} p^4 \exp \left[ -\frac{n}{2\mid\mathcal{X}\mid^2} \left( \exp[-(l + 1)d_{\text{max}}/2] - \mid\mathcal{X}\mid^2 \zeta(g/2 - l) \right)^2 \right].
\]

Along the lines of analysis in Lemma 9, we have that

\[
\mathbb{P} \left[ \tilde{l}_{\text{max}} > l \right] \leq 2^{\mid \mathcal{X} \mid} p^3 \exp \left[ -\frac{n}{2\mid\mathcal{X}\mid^2} \left( l\text{d}_{\text{min}} - r - \mid\mathcal{X}\mid^2 \zeta(g/2 - l - 1) \right)^2 \right].
\]

Choosing \( l \) as \( r/d_{\text{min}} + 1 \), we have the result. \( \square \)

This yields the following result on recursive grouping.

**Lemma 11 (Results for Recursive Grouping).** The recursive grouping method \( \text{RG}(\hat{d}(\tilde{A}_i), \Lambda, \tau) \) returns the same tree as \( \text{RG}(d_{\text{tree}}(\tilde{A}_i), \Lambda, \tau) \) with probability

\[
\mathbb{P} \left[ \bigcup_{i \in V} \{ \text{RG}(\hat{d}^n(\tilde{A}_i), \Lambda, \tau) \neq \text{RG}(d_{\text{tree}}(\tilde{A}_i), \Lambda, \tau) \} \right]
\leq 2^{\mid \mathcal{X} \mid} p^3 \left( p \exp \left[ -\frac{n}{2\mid\mathcal{X}\mid^2} \left( \exp \left[ -\frac{(r/d_{\text{min}} + 2)d_{\text{max}}}{2} \right] - \mid\mathcal{X}\mid^2 \zeta(g/2 - r/d_{\text{min}} - 1) \right)^2 \right] + \exp \left[ -\frac{n}{2\mid\mathcal{X}\mid^2} \left( \frac{d_{\text{min}}}{2} - \mid\mathcal{X}\mid^2 \zeta(g/2 - 1) \right)^2 \right] \right),
\]

(39)

when \( \Lambda \) is chosen as

(40)
\[ \Lambda = \exp[-(r/d_{\text{min}} + 2)d_{\text{max}}/2]. \]

and \( \tau \) is chosen as

(41)
\[ \tau = \frac{d_{\text{min}}}{2} - \mid\mathcal{X}\mid^2 \zeta(g/2 - 1). \]

**Proof:** Along the lines of analysis in [2], given the correct set of quartets, the recursive grouping procedure returns the correct tree structure when the nodes are merged correctly with threshold \( \tau \). It is easy to see that this happens with probability

\[ 2^{\mid \mathcal{X} \mid} p^3 \exp \left[ -\frac{n}{2\mid\mathcal{X}\mid^2} (d_{\text{min}}/2 - \mid\mathcal{X}\mid^2 \zeta(g/2 - 1))^2 \right], \]

when the threshold is chosen as (41). \( \square \)

**Proof of Theorem 2 in [1]:** From Lemma 8, Lemma 9 and Lemma 11. \( \square \)
2.4. Analysis Under Uniform Sampling. Proof of Lemma 1 in [1]: Let $A(c)$ denote the event that an hidden edge (with at least one hidden end point) has a representative quartet in which the end points are at most graph distance $l < g/2 − 1$. We have that

$$\mathbb{P}[A^c(e)] \leq 4(1 − \rho)^{(\Delta_{\min} − 1)^{l−1}},$$

since there are at least $(\Delta_{\min} − 1)^{l−1}$ nodes in each of the four subtrees from which four observed nodes can be sampled and $\rho := p/m$ is the sampling probability. Taking the union bound, we have the probability that the depth $\delta$ is greater than $l < g/2 − 1$ as

$$\mathbb{P}[\delta > l] \leq 4m\Delta_{\max}(1 − \rho)^{(\Delta_{\min} − 1)^l}.$$ 

Thus, the result holds.

3. Necessary Conditions for Graph Reconstruction. Proof of Theorem 3 in [1]: The proof is based on counting arguments along the lines of [5, Thm. 1]. For any deterministic estimator $\hat{G}_m$, let $R := \hat{G}_m((\mathcal{X}^{m\beta})^n)$ as the range of the estimator $\hat{G}_m$, when the number of observed nodes is $|V| = m\beta$ for $\beta \in (0, 1]$. Thus, we have $|R| = |\mathcal{X}|^{nm\beta}$.

For any fixed graph $F_m$ and set of labeled nodes $V$, denote the set of graphs within graph distance $\epsilon_m$ as

$$D(F_m; \epsilon_m) := \{G_m : \text{dist}(F_m, G_m; V) \leq \epsilon_m\}.$$

We note that

$$|D(F_m; \epsilon_m)| \leq m!(m^2 \delta m^{2\epsilon_1}) \leq m^{(2\epsilon_1+1)m \gamma \epsilon m},$$

since we can permute the $m$ vertices and change at most $\epsilon m$ entries in the adjacency matrix $A_F$ and we use the bound that $\binom{N}{k} \leq N^{k}\sqrt{k} \leq N^{k/2}$.

Let $S(\hat{G}_m; \epsilon m)$ denote all the graphs which are within edit distance of $\epsilon m$ of the graphs in range $R$. We have that

$$|S(\hat{G}_m; \epsilon m)| \leq |\mathcal{X}|^{nm\beta}m^{(2\epsilon_1+1)m \gamma \epsilon m}.$$ 

Along the lines of [5, Thm. 1], we have that the probability of error should satisfy

$$\mathbb{P}[\text{dist}(\hat{G}_m, G_m; V) > \epsilon m] \geq 1 − \frac{|S(\hat{G}_m; \epsilon m)|}{|S(m)|},$$

where $|S(m)|$ is the number of graphs in the family under consideration.

From [3, Lemma 2], we have that for girth-constrained ensembles with girth $g$, minimum degree $\Delta_{\min}$, maximum degree $\Delta_{\max}$ and number of edges $k$, we have

$$m^k(m − g\Delta_{\max})^k \leq |S(m)| \leq m^k(m − \Delta_{\min})^k,$$

and we have the result. \qed
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