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Abstract—We consider the problem of tracking the topology of a large-scale dynamic network with limited monitoring resources. By modeling the dynamics of links as independent ON-OFF Markov chains, we formulate the problem as that of maximizing the overall accuracy of tracking link states when only a limited number of network elements can be monitored at each time step. We consider two forms of sampling policies: link sampling, where we directly observe the selected links, and node sampling, where we observe states of the links adjacent to the selected nodes. We reduce the link sampling problem to a Restless Multi-armed Bandit (RMB) and prove its indexability under certain conditions. By applying the Whittle’s index policy, we develop an efficient link sampling policy with methods to compute the Whittle’s index explicitly. Under node sampling, we use a linear programming (LP) formulation to derive an extended policy that can be reduced to determining the nodes with maximum coverage of the Whittle’s indices. We also derive performance upper bounds in both sampling scenarios. Simulations show the efficacy of the proposed policies. Compared with the myopic policy, our solution achieves significantly better tracking performance for heterogeneous links.

Index Terms—Network sampling, network topology tracking, restless multi-armed bandits, Whittle’s index policy.

I. INTRODUCTION

Large-scale dynamic networks are widely used to model relationships among societies and interactions among entities in domains as diverse as IT systems, sociology, and economics. A fundamental challenge in managing large dynamic networks is designing sampling policies so that a network can be efficiently monitored. A concrete example comes from the cloud computing paradigm where large data centers nimbly shuffle load between tens of thousands of servers to optimize server utilization. The monitoring infrastructure in such data centers may gather hundreds of metrics from each server which are then sent to a central location for further analysis. Such analysis often involves determining whether certain relationship (e.g., time-lagged causality of crossing certain thresholds) exists between the metrics. The entire set of relationships can be modeled as a logical network of the metrics where links denote the presence of the pairwise relationships. Due to the large number of metrics involved, it may not be feasible to assess all the relationships at all times, and we need to reduce the problem size by sampling the network. This raises several questions: How do we estimate the unobserved link states when tracking a sampled dynamic network? Given sampling constraints, how do we sample the network to maximize tracking accuracy? Although our research was initially motivated by this scenario, these questions are fundamental in many other application domains as well.

Decisions on which network nodes or links (henceforth referred to as network elements) should be selected for monitoring critically depend on the nature of their temporal evolution. Intuitively, slowly-evolving elements can be sampled at a lower rate, and hence the monitoring resources originally dedicated to them can be deployed elsewhere to better keep track of rapidly-changing elements. In this work, we address the following issues: Are there provably efficient sampling policies that explicitly take into account the monitoring constraints and the temporal evolution of the network? Which networks are amenable for tracking and how does the network topology affect the tracking accuracy? The answers to these questions will provide important insights towards engineering real-world solutions.

A. Our Approach & Contributions

We model the network as a graph $G = (V, E)$ in which a vertex $v \in V$ represents an entity of interest and a link $e \in E$ represents a pairwise interaction between two entities that we would like to monitor. In our formulation, the set of vertices $V$ is fixed and each link in $E$ has a binary state ("ON" or "OFF") which evolves according to a discrete-time Markov chain, independent of other links. We consider two scenarios, viz., link sampling and node sampling. Under link sampling, we assume that we can sample at most $K$ links at a time to determine their states. Under node sampling, we assume that we can sample at most $K$ nodes at a time to determine the states of all their adjacent links. In both cases, the states of unobserved links need to be estimated from the past observations. Our goal is to track the states of all the links in $E$ with maximum accuracy under given sampling constraints. In this setting, our contributions are as follows:

- Theoretical framework: We develop a systematic framework for optimally tracking the link states of dynamic networks through either link or node sampling. We apply Bayesian filtering and maximum a posteriori (MAP) estimation to optimally estimate the states of unsampled links and design sampling policies to maximize the estimation accuracy under sampling constraints.
Efficient solutions: Under link sampling, we reduce the problem to the well-known Restless Multi-armed Bandit (RMB) [1]. The RMB is known to be PSPACE-hard in general [2] unless it is indexable, in which case the Whittle’s index policy [1] is known to be an efficient solution. We establish indexability of our problem and develop an efficient algorithm to compute the Whittle’s index. Under node sampling, we show that our problem cannot be reduced to RMB. Instead, we formulate a linear program (LP) under relaxed sampling constraints, a technique inspired by Whittle’s original formulation [1]. This yields an extended Whittle’s index policy which selects nodes that maximize the sum of the Whittle’s indices at covered links. A byproduct of our computation is a procedure to compute upper bounds on the optimal performance in both sampling scenarios.

Numerical studies: Our simulations demonstrate the efficacy of the proposed solutions. We show that the Whittle’s index policy is near-optimal for link sampling, but has a gap (up to 10%) when compared with the upper bound for node sampling. Compared with the myopic policy, the (extended) Whittle’s index policy performs similarly for i.i.d. links but increasingly better (up to more than 20%) as link activities diverge.

We note a limiting assumption in our model—that each link evolves independently according to a Markov chain. This may not be true in certain scenarios, e.g., in a social network, transitivity of relationships is likely to cause correlated link evolution, in which case this assumption precludes the application of our techniques. Nonetheless, our model captures a fundamental aspect of network evolution and provides a sound foundation for further development of network sampling techniques in more general scenarios. To the best of our knowledge, this is the first systematic study of tracking dynamic networks under monitoring constraints that explicitly takes into account the temporal evolution of the networks.

B. Related Work

Learning static network topology has received considerable attention, with extensive studies including those on sampling social networks [3], mapping the Internet [4], and network tomography in a variety of settings. Diverse measurements have been used to infer network structures, such as passive measurements [5], node queries [6], edge counts [7], and subgraph counts [8]. However, these works all assume static network topologies, and learning dynamically-changing networks is a relatively unexplored area. A related problem of tracking dynamic bipartite graphs is considered in [9] but only to track the proximity measures between nodes rather than the graph itself, without any sampling constraints.

Our solution is based on Restless Multi-armed Bandits (RMBs), which have been extensively studied since the seminal work of Whittle [1], where an index-based policy is proposed for a special class of RMBs known as indexable RMBs. It was later proved that finding an optimal policy for a general RMB, where indexability may not hold, is PSPACE-hard [2]. In [10], sufficient conditions for indexability are derived. In [11], conditions for asymptotic optimality of the Whittle’s index policy are established. A special class of RMBs based on ON-OFF Markov chains has been extensively studied in the context of UAV routing [12] and dynamic channel access [13], where the goal is to access arms when they are in “ON” states. Our work uses a similar model, but is fundamentally different in that we want to track the states of all the arms, leading to very different solutions and conclusions as shown later.

The rest of the paper is organized as follows. Section II formulates the problem, Section III presents some preliminaries, Section IV and Section V deal with link and node sampling, respectively, Section VI gives simulation results, and Section VII concludes the paper.

II. Problem Formulation

Notations: For set A, let |A| denote its cardinality. We use the convention that X denote the random variable, x the realization, and X (or x) the vector versions. Let I denote the indicator function. We will use “arm” and “link” interchangeably.

A. Dynamic Networks and Temporal Process

As illustrated in Fig. 1, let $G = (V,E)$ denote a base network over a node set $V$, in which the links in $E$ are active intermittently. Let $N := |V|$ and $M := |E|$ be the numbers of nodes and links. Given a node $v \in V$, we use $\mathcal{N}(v;G)$ (or $\mathcal{N}(v)$ for short) to denote the set of its adjacent links in $G$. The network evolves in discrete time$^1$ and let $G_t = (V_t, E_t)$ be the network at time $t$. We assume that the set of nodes is fixed ($V_t \equiv V$), but the set of active links changes dynamically. Using $S_e(t) \in \{0, 1\}$ to denote the state of link $e \in E$ at time $t$, we have $S_e(t) = 1$ (“active”) for $e \in E_t$ and $S_e(t) = 0$ (“inactive”) otherwise. To model the temporal dynamics of the network, we assume that the link state $S_e(t)$ evolves according to a discrete-time Markov chain, independent of the other links. Denote the transition probabilities by

\begin{align}
    p_{01}^c &:= P[S_e(t) = 1 | S_e(t-1) = 0], \\
    p_{11}^c &:= P[S_e(t) = 1 | S_e(t-1) = 1].
\end{align}

Assume $p_{01}^c$ and $p_{11}^c$ are known for all the links $e \in E$.

$^1$The problem can also be formulated in continuous time.
B. Sampling Constraints

For large networks, it may not be feasible to check the states of all links simultaneously, e.g., this requires correlating the sequences of measurements for each pair of metrics in a cloud dependency network. This imposes constraints on concurrent sampling. We consider two sampling scenarios, viz., link sampling and node sampling. Under link sampling, we assume that at most \( K \) links can be sampled at any time and their states can be directly observed. Under node sampling, at most \( K \) nodes can be sampled at a time and the states of all the links adjacent to these nodes can be directly observed. In both cases, the states of the unobserved links need to be predicted from past observations.

Let \( \pi = (\pi_t)_{t \in \mathbb{N}} \) denote a policy which samples the network under the given constraints. Let \( E^{\pi_t} \subset E \) denote the subset of links which are directly observed. Under link sampling, it is required that \( |E^{\pi_t}| \leq K \) for all \( t \in \mathbb{N} \), while under node sampling, it is required that \( E^{\pi_t} \) can be covered by at most \( K \) nodes. Let \( \Pi_{E,K} \) and \( \Pi_{V,K} \) be the set of valid link and node sampling policies, respectively.

Let \( Z_e^t(t) \) be the observed state of link \( e \) at time \( t \), i.e., \( Z_e^t(t) = S_e(t) \) if \( e \in E^{\pi_t} \) and \( Z_e^t(t) = \emptyset \) otherwise. Let \( \mathbf{Z}_e^t(t) := (Z_e^t(s))_{s=1}^t \) be the observation history of link \( e \) until time \( t \). For the links that are not observed at a given time, we can predict their current state based on the past observations. Let \( \tilde{S}_e(t) : \mathbf{Z}_e^t(t) \mapsto \{0,1\} \) be the estimated state.

C. Optimal Tracking of Dynamic Networks

Our goal is to track the link states with the maximum accuracy under given sampling constraints. To this end, we measure the reward of a sampling policy \( \pi \) at time \( t \) by the expected number of correctly tracked links:

\[
R(t; \pi) := \sum_{e \in E^{\pi_t}} \mathbb{P}[S_e(t) = \tilde{S}_e(t)].
\] (3)

For the overall reward, we consider the discounted case with discount factor \( \beta \), where the long-term reward is given by\(^2\)

\[
R_{\infty}(\pi) := \mathbb{E}_\pi \left[ \sum_{t=1}^{\infty} \beta^{t-1} R(t; \pi) \right], \quad \beta \in [0,1).
\] (4)

We want to find policies which maximize the tracking accuracy measured by (4) under link or node sampling constraints:

\[
\pi_{E,K} := \arg \max_{\pi \in \Pi_{E,K}} R_{\infty}(\pi), \quad \pi_{V,K} := \arg \max_{\pi \in \Pi_{V,K}} R_{\infty}(\pi).
\] (5)

III. PRELIMINARIES

A. MAP Estimation

Under a fixed sampling policy \( \pi \), we now derive the optimal estimator for unobserved links. For any link \( e \in E \), given the past and current observations \( \mathbf{Z}_e^t(t) \), the optimal estimator which minimizes the error probability is the maximum a posteriori (MAP) estimator \(^{[14]}\)

\[
\tilde{S}_e(t) = \begin{cases} 1, & \text{if } \mathbb{P}[S_e(t) = 1 | \mathbf{Z}_e^t(t)] \geq 0.5, \\ 0, & \text{o.w.} \end{cases}
\] (6)

It is clear that when a link is observed at time \( t \), i.e., \( e \in E^{\pi_t} \), then \( \tilde{S}_e(t) = S_e(t) \) and there is no tracking error.

Under the Markovian link model in (1–2), the MAP estimator can be efficiently implemented using a Bayesian filter. Let \( X_e^t(t) := \mathbb{P}[S_e(t) = 1 | \mathbf{Z}_e^t(t-1)] \) denote the belief that the link is in the active state given all the past observations. The update rule for the belief is given by

\[
X_e^t(t) = \begin{cases} p_{11}^t, & \text{if } Z_e^t(t-1) = 1, \\ p_{01}^t, & \text{if } Z_e^t(t-1) = 0, \\ T_e(X_e^t(t-1)), & \text{if } Z_e^t(t-1) = \emptyset, \end{cases}
\] (7)

where the mapping \( T_e(x) := (p_{11}^t - p_{01}^t)x + p_{01}^t \) denotes a passive update under the Markovian rule. Hence, the tracking accuracy under MAP estimation is given by

\[
\mathbb{P}[\tilde{S}_e(t) = S_e(t)] = \begin{cases} 1, & \text{if } e \in E^{\pi_t}, \\ \max(X_e^t(t), 1 - X_e^t(t)), & \text{o.w.} \end{cases}
\] (8)

It thus suffices to evaluate \( R(t; \pi) \) in (3) by (8).

B. Recap of Restless Multiarmed Bandits

Since our problem is closely related to the Restless Multiarmed Bandits (RMB), we first provide a brief recap. In a RMB \(^{[1]}\), \( M \) stochastic arms are given, where each arm \( e \) is an independently evolving Markov chain with different transition matrices \( \mathbf{P}_e^t = [P_e^t(i, j)] \) under active \( (U = 1) \) and passive \( (U = 0) \) actions. Given rewards \( R_e^t(x) \) for taking action \( U \) when \( e \) is in state \( x \), the goal is to select actions such that the total reward as in (4) is maximized, under the constraint that only \( K \) arms can be activated at each time.

Whittle \(^{[1]}\) proposed an efficient index-based policy for a limited class of RMBs which are called indexable. The policy assigns an index to each arm at every time step depending on its current state, and activates the arms with the \( K \) largest indices. It is a simple policy with only \( O(M) \) computational complexity at each step. To define indexability and Whittle’s index, we introduce a notion of subsidy for passivity: under subsidy \( m \), an arm earns an extra reward \( m \) for being passive, i.e., the passive reward becomes \( m + R^0_e(x) \). Define a passive set \( \mathcal{P}(m) \) as the set of states \( x \) where the passive action is optimal under subsidy \( m \).

Definition 1 (Indexability of RMB): A stochastic arm is indexable if the passive set \( \mathcal{P}(m) \) monotonically increases from the empty set to the full state space as \( m \) increases from \( -\infty \) to \( \infty \). An RMB is indexable if every arm is indexable.

Definition 2 (Whittle’s Index): For an indexable arm in state \( x \), the Whittle’s index \( W(x) \) is defined as

\[
W(x) := \inf_{m \in \mathbb{R}} \{ m : x \in \mathcal{P}(m) \}.
\] (9)

Hence, the Whittle’s index for a state is the minimum subsidy needed to make it worthwhile to be passive (assuming optimal actions in the future). Under regularity conditions, the
Whittle’s index policy is asymptotically optimal for i.i.d. arms as $M \to \infty$ and $K/M \to c$ (a constant) [11]. Empirical studies have also demonstrated its superior performance in various applications (see [13]). The Whittle’s index policy is thus considered a simple and effective solution for indexable RMBs. On the other hand, a general RMB is PSPACE-hard [2]. Hence, establishing indexability and finding the Whittle’s index are crucial for solving RMBs efficiently.

IV. NETWORK TRACKING UNDER LINK SAMPLING

We now cast the link sampling problem as a RMB. The node sampling problem will be considered later in Section V.

A. Restless Bandit Formulation

Each arm corresponds to a link $e \in E$, and the belief $X_e(t) \in [0,1]$ defined as in (7) ($\pi$ has been dropped) denotes the state of arm $e$ at time $t$. An active action is taken ($U_e(t) = 1$) if $e$ is sampled; otherwise, it is passive ($U_e(t) = 0$). We can thus rewrite the update of $X_e(t)$ based on the sampling action\(^3\)

$$X_e(t+1) = \begin{cases} 
    p_{11} \text{ w.p. } X_e(t) & \text{if } U_e(t) = 1, \\
    p_{01} \text{ w.p. } 1 - X_e(t) & \text{if } U_e(t) = 0.
\end{cases}$$

The transition probability from belief $y$ to belief $x$ is thus

$$P_e^U(y,x) = \begin{cases} 
    I_{xe} = \tau_e(y), & \text{if } U = 0, \\
    yI_{xe} = p_{11} + (1 - y)I_{xe} = p_{01}, & \text{otherwise}.
\end{cases}$$

and the one-step reward is given by

$$R_e^U(x) = 1, \quad R_e^0(x) = \max(x, 1 - x).$$

Under subsidy $m$, the passive reward will be replaced by $R_e^0(x) = m + \max(x, 1 - x)$.

A subtle difference between our problem and a classic RMB is that our reward in (12) does not depend on the actual link state $S_e(t)$, but on the belief $X_e(t)$. Thus, our problem is actually an RMB on uncountable state space even though the underlying link state is binary.

B. Myopic Sampling Policy

Before we proceed to computing the Whittle’s index policy for the above RMB, we first present a simple index policy called the myopic policy. It is a greedy policy which maximizes the immediate reward in the current time step. For the RMB for link sampling, it assigns an index

$$Y_e(x) := \min(x, 1 - x)$$

for each link in state $x$ and picks the $K$ links with the largest indices. This policy is always applicable (i.e., the RMB need not be indexable) and easy to compute. The drawback is that it is suboptimal in general. We have the following result comparing it to the Whittle’s index.

**Proposition 1:** For the link sampling problem, the Whittle’s index (if exists) is no smaller than the myopic index, i.e., $W(x) \geq Y(x) \forall x \in [0, 1]$. Moreover, $W(x) \to Y(x)$ as $|p_{11} - p_{01}| \to 0$.

**Proof:** See [15].

For the special case of $p_{11} = p_{01}$, the link state $S_e(t)$ becomes i.i.d. over time, and it can be shown that the Whittle’s index policy and the myopic policy are equivalent and both optimal. The two will be further compared in Section VI.

C. Indexability of the RMB

Since the Whittle’s index policy is only valid for indexable arms, it is crucial to establish indexability of the above RMB. We will focus on one arm and drop the subscript $e$. Define the value function $V_{\beta,m}(x)$ as the maximum total discounted reward for an arm initially at state $x$ under discount $\beta$ and subsidy $m$. By definition, it satisfies

$$V_{\beta,m}(x) = \max(V_{\beta,m}(x; U = 0), V_{\beta,m}(x; U = 1)), \quad (14)$$

where $V_{\beta,m}(x; U)$ is the optimal discounted reward if taking action $U$ in the first time step. By substituting for the reward functions in (12), we have

$$V_{\beta,m}(x; U=0) = m + \max(x, 1 - x) + \beta V_{\beta,m}(T(x)), \quad (15)$$

$$V_{\beta,m}(x; U=1) = 1 + \beta (xV_{\beta,m}(p_{11}) + (1-x)V_{\beta,m}(p_{01})). \quad (16)$$

Equations (14–16) jointly give an equation of the (unknown) value function $V_{\beta,m}(x)$, called the Bellman equation. Theoretically, once we solve the Bellman equation for $V_{\beta,m}(x)$, we can obtain the optimal policy for the single-armed bandit under subsidy $m$ and the associated passive set as

$$\pi^*_m(x) = \arg \max_{U=0,1} V_{\beta,m}(x; U), \quad (17)$$

$$\mathcal{P}(m) = \{x : V_{\beta,m}(x; U = 0) \geq V_{\beta,m}(x; U = 1)\}. \quad (18)$$

We now test the indexability of the link sampling problem by comparing the passive set (18) with the conditions in Definition 1. We first show the following property of $\mathcal{P}(m)$.

**Lemma 1:** The optimal policy for the single-armed bandit with subsidy $m$ is a threshold policy: $\pi^*_m(x) = 1$ if and only if $\tau_-(m) < x < \tau_+(m)$, i.e., $\mathcal{P}(m) = [0, \tau_-(m)] \cup [\tau_+(m), 1]$.

**Proof:** See [15].

![Fig. 2. Threshold structure of the optimal policy: value function $V_{\beta,m}(x; U = 0)$ for (a) $m > 0$, (b) $m = 0$, and (c) $m < 0$. The thresholds $\tau_-(m)$, $\tau_+(m)$ are intersecting points between $V_{\beta,m}(x; U = 0)$ and $V_{\beta,m}(x; U = 1)$ (see [15]), as illustrated in Fig. 2. This structure leads us to analyzing the properties of $\tau_-(m)$ and $\tau_+(m)$, with the following result.](image-url)
Lemma 2: The thresholds $\tau^-(m)$, $\tau^+(m)$ are monotone increasing and decreasing, respectively, with $m$ for $\beta \leq 0.5$.

Proof: See [15].

We now prove the indexability of our problem.

Theorem 1: The RMB for link sampling is indexable if the discount factor $\beta \leq 0.5$.

Proof: By the proof of Lemma 1, we see that $P(m) = \emptyset$ for $m < 0$ and $P(m) = [0, 1]$ for $m > m_{\text{max}}$. For $m \in [0, m_{\text{max}}]$, Lemma 2 implies that $P(m)$ is monotone increasing with $m$.

Hence, Definition 1 is satisfied.

In fact, numerical calculation (Fig. 4) shows that the monotonicity of $\tau^-(m)$, $\tau^+(m)$ holds for $\beta > 0.5$ as well. We conjecture that the RMB is indexable for all $\beta \in (0, 1]$.

D. Computation of Whittle's Index

By definition (9), the Whittle’s index of state $x$ is the subsidy $m$ such that $\tau^-(m) = x$ or $\tau^+(m) = x$. To evaluate $\tau^-(m)$, $\tau^+(m)$, it is necessary to compute $V_{\beta,m}(x; U)$ and thus the value function. The problem is that there are uncountably many beliefs, making it impossible to directly solve the Bellman equation. In this section, we will provide an alternative procedure to compute the Whittle’s index.

1) Preliminaries: We first prepare some tools. Define $T^1(x):= \Pr \{S(1+l) = 1 | X(1) = x \}$ as the $l$-step transition of a passive arm. It is easy to show that

$$T^1(x) = x_0 - (x_0 - x)(p_{11} - p_{01})^l,$$

where $x_0 := p_{01}/(1 + p_{01} - p_{11})$ is the equilibrium distribution of the arm. As shown in [13], when $l \to \infty$, $T^1(x)$ converges to $x_0$ monotonically if $p_{11} > p_{01}$ (called positively-correlated arm), or alternatively from above and below if $p_{11} < p_{01}$ (called a negatively-correlated arm). Now define

$$L(x, c_1, c_2) := \min \{ l : T^1(x) \in (c_1, c_2) \}$$

(20)

to be the hitting time of the interval $(c_1, c_2)$ from initial state $x$ under transition $T^1$. We can calculate the hitting time in closed form as in [15].

2) Computing Value Function: Next, we derive a method to compute the value function directly. Due to the threshold structure of the optimal single-armed policy (Lemma 1), the belief evolution has the following pattern: starting from initial state $x$, it passively transits $L(x)$ steps to $T^2(x)$, $T^2(x)$,... until hitting the active set $T^l(x) \in (\tau^-(m), \tau^+(m))$, at which time the arm will be activated (sampled) and the state reset to $p_{01}$ or $p_{11}$. Accordingly, we can decompose the total value into two parts: (i) passive rewards and subsidies for steps $0, \ldots, L - 1$, and (ii) future total rewards from step $L$ onward. Part (i) can be easily computed as

$$V_{\beta,m}(x) = \frac{(1 - \beta^L)m}{1 - \beta} + f(x; L),$$

where $f(x; L) := \sum_{i=0}^{L-1} \beta^i \max(T^l(x), 1 - T^l(x))$ can be computed in closed form as in [15]. Part (ii) is simply $\beta^L V_{\beta,m}(T^l(x); U = 1)$. Therefore, given $m$, $\tau^-(m)$, and $\tau^+(m)$, we can compute the value function by

$$V_{\beta,m}(x) = \frac{(1 - \beta^L)m}{1 - \beta} + f(x; L) + \beta^L + \beta^{L+1}T^l(x)V_{\beta,m}(p_{11}) + \beta^{L+1}(1 - T^l(x))V_{\beta,m}(p_{01}).$$

The only unknowns left are $V_{\beta,m}(p_{11}), V_{\beta,m}(p_{01})$. Note that $x = p_{11}$ or $p_{01}$ should also satisfy (21), giving us two equations with two unknowns. Solving these equations yields $V_{\beta,m}(p_{11}), V_{\beta,m}(p_{01})$; see [15] (equations (29–30)).

3) Computing Whittle’s Index: We are now ready to compute the Whittle’s index. First, we note that although seemingly complicated, the expression of value function given by (21) has a simple linear form in $m$ for fixed thresholds.

Lemma 3: Given thresholds $\tau^-(m)$ and $\tau^+(m)$, for coefficients $a_i, b_i$ ($i = 1, 2$) as in [15] (equations (3–6)), define functions

$$a(x) := \frac{1 - \beta L(x)}{1 - \beta} + \beta L(x + 1)T^l(x)(x)a_2 + \beta^{L(x+1)}(1 - T^l(x))a_1,$$

$$b(x) := f(x; L(x)) + \beta L(x) + \beta^{L(x+1)}T^l(x)b_2 + \beta^{L(x+1)}(1 - T^l(x))b_1,$$

where $L(x) := L(x; \tau^-(m), \tau^+(m))$. Then the value function is equal to $V_{\beta,m}(x) = a(x)m + b(x)$, with end values $V_{\beta,m}(p_{01}) = a_1m + b_1$, and $V_{\beta,m}(p_{11}) = a_2m + b_2$.

Proof: See [15].

Remarks: The above result reveals the following meanings of $a(x)$ and $b(x)$: $a(x)$ is the total discounted time for the arm to be passive (under the optimal single-armed policy), as any change in subsidy $m$ results in an $a(x)$-fold change in the total value; $b(x)$ is the actual reward (excluding subsidies), i.e., the discounted total number of times the arm is tracked correctly.

Based on Lemma 3, we can easily compute the subsidy $m$ for given $\tau^-(m)$ and $\tau^+(m)$. By definition, for $x = \tau^-(m)$ or $\tau^+(m)$, $V_{\beta,m}(x; u = 0) = V_{\beta,m}(x; u = 1)$, i.e.,

$$1 + \beta x V_{\beta,m}(p_{11}) + \beta (1 - x) V_{\beta,m}(p_{01}) = m + max(x, 1 - x) + \beta V_{\beta,m}(T^l(x)).$$

Substituting the linear forms of $V_{\beta,m}(\cdot)$ into the above gives

$$m = \frac{1 + \beta x b_2 + \beta(1 - x)b_1 - max(x, 1 - x) - \beta b(T^l(x))}{1 + \beta a(T^l(x)) - \beta x a_2 - \beta(1 - x)a_1} = M(x; \tau^-(m), \tau^+(m)), \quad x = \tau^-(m), \tau^+(m).$$

(24)

Given state $x$, let $x'$ be the other threshold under subsidy $m = W(x)$ (i.e. a threshold). We then have

$$W(x) = M(x; \min(x, x'), \max(x, x')) = M(x'; \min(x', x'), \max(x', x)), \quad x'$$

which is the only unknown is $x'$. We can solve this equation (numerically) to compute $x'$ and hence $W(x)$. The above gives a procedure to compute the Whittle’s index as in lines (4–5) of Algorithm 1, which also gives the corresponding index policy.

E. Upper Bound under Relaxed Link Sampling Constraint

A nice property of the Whittle’s index is that it is closely related to a performance upper bound. Specifically, consider a relaxed sampling constraint that only requires the discounted average number of sampled links to be bounded by $K$. The set of valid policies under the relaxed constraint is given by

$$\tilde{\Pi}_{E,K} := \{ \pi : \mathbb{E}_\pi \left[ \sum_{i=1}^{\infty} \beta^{i-1} \sum_{t \in E} I_{U_t = 1} \right] \leq K \}.$$
Algorithm 1 Whittle’s Index Policy for Link Sampling

Require: Link parameters \( p^0_e, p^1_t \) for \( e \in E \), current beliefs \( x(t) = \{ x_e(t) \}_{e \in E} \), discount factor \( \beta \), link sample size \( K \).

Ensure: Return a link set \( E^\ast \) to sample at time step \( t \).

1: \( W(t) \leftarrow (W_e(x_e(t)))_{e \in E} \) {compute Whittle’s indices}
2: \( E^\ast \leftarrow \{ e : W_e(t) \text{ is among the } K \text{ largest in } W(t) \} \)
3: Compute \( x(t+1) \) from \( x(t) \) and \( z(t) \) by (7).

Compute Whittle’s index:
4: \( \tau \leftarrow \text{the other solution to } M(x; \min(x, \tau), \max(x, \tau)) = M(\tau; \min(x, \tau), \max(x, \tau)) \) \{x is also a solution\}
5: \( W(x) \leftarrow M(x; \min(x, \tau), \max(x, \tau)) \)

Let \( \tilde{\pi}^{E,K}_W \) be the optimal policy in \( \tilde{\Pi}^{E,K}_W \). Recall that \( \pi^E_{\ast,K} \) is the optimal policy under the strict constraint. Let \( \pi^W_{E,K} \) and \( \pi^Y_{E,K} \) denote the Whittle’s index policy and the myopic policy under the strict constraint. The following relationship holds.

Proposition 2 (Upper Bound on Reward [11]): For the discounted total reward defined in (4), we have

\[
R_{\infty}(\pi^Y_{E,K}), R_{\infty}(\pi^W_{E,K}) \leq R_{\infty}(\pi^E_{\ast,K}) \leq R_{\infty}(\tilde{\pi}^{E,K}_W). \tag{26}
\]

It turns out ([1]) that the optimal policy \( \pi^E_{\ast,K} \) is also based on the Whittle’s index, but instead of sampling exactly \( K \) links with the largest indices, it samples all the links whose Whittle’s indices exceed a certain threshold \( m^*(K) \) such that the discounted average sample size is equal to \( K \). By LP duality, it is known ([13]) that \( m^*(K) \) is the value of \( m \) achieving the following minimization:

\[
R_{\infty}(\pi^E_{\ast,K}) = \inf_m \left\{ \sum_{e \in E} V^{(e)}_{\beta,m}(x_e(1)) - \frac{m(M - K)}{1 - \beta} \right\}, \tag{27}
\]

and the minimum value gives the upper bound. Here \( X(1) \) is the initial state and \( V^{(e)}_{\beta,m}(x) \) the value function given by (21) for link \( e \). Solving (27) numerically will give the upper bound (the solution is well defined since \( V^{(e)}_{\beta,m}(x) \) is convex in \( m \), as shown in Fig. 4 of [15]).

V. NETWORK TRACKING UNDER NODE SAMPLING

We have so far considered the scenario where we can choose the sampled links independently. We now consider an alternative scenario where the sampling is based on nodes. This scenario is more challenging because the sampling of adjacent links is now coupled, where the coupling is governed by the topology of the base network. Under the new constraint, the problem is no longer an RMB, and the original Whittle’s index policy does not apply. We will, however, show that there is a natural way to extend Whittle’s solution via a linear programming (LP) relaxation analogous to [1].

A. LP Formulation under Relaxed Constraint

We first solve a relaxed version of the node sampling problem by formulating an LP. We introduce the following notations. Let \( \tilde{\Pi}^{V,K}_V \) denote the set of valid node sampling policies under relaxed constraint similar to (25) and \( \tilde{\pi}^{V,K}_V \) the associated optimal policy. For a given policy \( \pi \in \tilde{\Pi}^{V,K}_V \), let \( T^U_e(x) \) denote the total discounted time that link \( e \) spends under state \( x \) and action \( U \) (\( U = 0 \) if unsampled and \( U = 1 \) if sampled), i.e., (note everything implicitly depends on the initial state \( X(1) \))

\[
T^1_e(x) := E_{\pi} \left[ \sum_{t=1}^{\infty} \beta^{t-1} I_{U_e(t)=1 \cap x_e(t)=x} | X_e(1) \right],
\]

and similarly for \( T^0_e(x) \). Let \( X_v \) denote its state space.

Similarly, \( T^U_v(x') \) denotes the total discounted time that node \( v \) spends under state \( x' \) and action \( U \), where the node state \( X_v(t) := (x_v(t) : e \in N(v)) \) is the tuple of states at its adjacent links. Let \( X^\prime_v \) denote the associated state space.

We now formulate the LP for the node sampling problem:

\[
\text{max} \quad \sum_{x \in X_v} \sum_{x' \in X^\prime_v} (R^U_e(x)T^0_e(x) + R^V_e(x)T^1_e(x)) \tag{28}
\]

s.t. \( \sum_{x \in X_v} T^1_e(x) \leq \sum_{x' \in X^\prime_v} T^1_e(x') + \sum_{x' \in X^\prime_v} T^1_e(x') \), \( \forall e = (u, v) \in E \), \( \tag{29} \)

\[
\sum_{v \in V \mid x \in X_v} T^1_e(x) = \frac{K}{1 - \beta}, \quad \forall v \in V \tag{30}
\]

\[
(T^0_e(x), T^1_e(x))_{x \in X_v} \in F_v, \quad \forall e \in E \tag{31}
\]

\[
(T^0_e(x'), T^1_e(x'))_{x' \in X^\prime_v} \in F_v, \quad \forall v \in V \tag{32}
\]

Here (28) is the expected reward under discounting (4) recall that \( R^U_e(x) \) is the one-step reward defined in (12); (29) is the graph constraint, saying that the time a link is sampled cannot be larger than the total time that either of its endpoints is sampled; (30) is the relaxed sampling constraint saying that only \( K \) nodes are sampled on the (discounted) average; (31–32) are regularity constraints that ensure the values of variables are valid and satisfy the Markov chains. Specifically, analogous to [10], we have

\[
F_v := \{(T^0_e(x), T^1_e(x))_{x} : (i) \quad T^U_e(x) \geq 0, \tag{33}
\]

\[
\text{ii)} \quad \sum_{0 \leq \beta < 1} T^U_e(x) = \frac{1}{1 - \beta},
\]

\[
\text{iii)} \quad \sum_{0 \leq \beta < 1} \left( T^U_e(x') - \beta \sum_{y \in N(x)} P^U_e(y, x)T^U_e(y) \right) = I_{x_e(1)=x}, \tag{34}
\]

\[
F_v := \{(T^0_e(x'), T^1_e(x'))_{x'} : (i) \quad T^U_e(x') \geq 0, \tag{35}
\]

\[
\text{ii)} \quad \sum_{0 \leq \beta < 1} T^U_e(x') = \frac{1}{1 - \beta},
\]

where \( P^U_e(y,x) \) is the belief transition probability as in (11). We can write the Lagrangian of (28) as

\[
L(m, \gamma) = \max_{T_e \in F_v} \sum_{x, x'} (R^U_e(x) + m_e)T^0_e(x) + R^U_e(x)T^1_e(x) \tag{36}
\]

\[
+ \max_{x \in X_v} \sum_{x' \in X^\prime_v} \gamma - \sum_{x \in N(v)} P^U_e(y, x)T^0_e(x') + \frac{\sum_{e \in N(v)} (N - K)\gamma}{1 - \beta}, \tag{37}
\]

\footnote{Although the entire belief space is uncountable, conditioned on an initial state \( X_e(1) \), only a countable subset is reachable. Denote this subset as \( X_v \).}
The algorithmic approach is to use a Whittle's index policy for each node. The Whittle's index policy is given by:

\[ \pi^*_{\beta,m} = \text{arg max}_{e \in \mathcal{N}(v)} \sum_{e \in \mathcal{N}(v)} W_e(t) \]

where \( W_e(t) \) is the Whittle's index for link \( e \) at time \( t \). The index is given by:

\[ W_e(t) = \frac{R_e^0(x) + m_e}{\gamma - \frac{\sum_{i=1}^{N_e} m_e(i)}{1 - \beta}} \]

where \( R_e^0(x) \) is the reward for link \( e \) being passive, \( m_e \) is the subsidy received by link \( e \), and \( \gamma \) is the discount factor.

This index is used to select the link with the highest index for activation. The link with the highest index is activated, and the algorithm updates the indices and the policy accordingly.

Algorithm 2: Extended Whittle's Index Policy for Node Sampling

1. Initialize \( G' \) and \( W(t) \) for each node.
2. Repeat for each iteration:
   a. Compute the greedy coverage for each node.
   b. Update the Whittle's indices using the updated coverage.
   c. Select the node with the highest Whittle's index to activate.
3. Until a stopping criterion is met.

Remarks: The dual variables \( m_e, \gamma \) have intuitive explanations. From (35), we can view \( m_e \) as the subsidy link \( e \) receives for being passive, and \( \gamma \) is the subsidy any node gets for being passive, i.e., keeping all its links passive by paying link \( e \) a subsidy \( m_e \). Each link (node) wants to activate/not activate itself to maximize its income. Unlike Whittle’s original solution, here the link subsidy \( m_e \) can vary for different links, whereas the node subsidy \( \gamma \) is the same for all the nodes.

VI. NUMERICAL STUDIES

We now evaluate the proposed policies through simulations.

A. Verification of Analysis

We first verify our calculation of the Whittle's index and the value function. Fig. 3 plots the single-armed value functions \( V_{\beta,m}^t(x; u = 0) \) and \( V_{\beta,m}^t(x; u = 1) \) in (15–16) under two subsidies: (i) \( m = m_m := \max_{x \in [0,1]} W(x) \), achieved at \( \tau^* \), under which \( V_{\beta,m}(x; u = 0) \) and \( V_{\beta,m}(x; u = 1) \) should be tangent at \( \tau^* \), and (ii) \( m = W(x) \), under which the value functions should intersect at \( x' \) (and one other point). The plot has verified the above. It also verifies the threshold structure of the optimal single-armed policy as in Lemma 1. Note that the thresholds \( \tau^-(m) \), \( \tau^+(m) \) may not be symmetric around 0.5.

Next, we verify our conjecture of indexability for \( \beta > 0.5 \). By Lemma 1, it suffices to verify the monotonicity of \( \tau^-(m) \) and \( \tau^+(m) \). As shown in Fig. 4, we divide possible scenarios for positively-correlated arms into four cases: (a) \( p_00 < p_{11} \leq 0.5 \), (b) \( 0.5 \leq p_00 < p_{11} \), (c) \( p_00 < p_{11} \leq 0.5 \), and (d) \( p_{11} < 0.5 \). The plot shows that \( \tau^-(m) \) is monotone increasing and \( \tau^+(m) \) monotone decreasing with \( m \) in all cases. Similar result holds under negative correlation.

Remarks: The above policy is also applicable to arbitrary link indices. In particular, we can replace the Whittle’s index \( W_e(x_e(t)) \) by the myopic index \( Y_e(x_e(t)) \) defined in (13), the result being a myopic policy for node sampling.
Proposition 1. In particular, the myopic index is symmetric around $p_0$, whereas the Whittle’s index can be asymmetric. A closer look reveals: (i) the Whittle’s index is larger than the myopic index, and tends to be relatively larger around the equilibrium state $x_0$, and (ii) the difference between the two indices tends to increase with $|p_1 - p_0|$, both observations consistent with Proposition 1. In particular, $|p_0 - p_1|$ indicates how different the arm is from an i.i.d. process, and since the Whittle’s index takes the temporal correlation into account while myopic index does not, they deviate more when this correlation gets stronger. In the special case that $p_0$, $p_1$ are symmetric around 0.5 (i.e., $p_0 + p_1 = 1$), the Whittle’s index is also symmetric (not shown). Recalling from (10) that all states (except for the initial one) must lie between $p_0$ and $p_1$, we can draw the following conclusions: for i.i.d. arms, the Whittle’s index policy is equivalent to the myopic policy if (1) $p_0$, $p_1$ are on the same side of 0.5, or (2) $p_0$, $p_1$ are symmetric about 0.5.

C. Comparison of Tracking Accuracy

1) Link Sampling: Surprisingly, although the two indices behave differently, the corresponding policies end up with the same performance in terms of (4) if the links are i.i.d., as illustrated in Fig. 6 (a). The Whittle’s index policy starts to show improvement as the links diverge, modeled by dividing the links into equal parts of fast-varying and slow-varying links. In this case, as shown in Fig. 6 (b), the gap between the two policies can be significant ($\approx 10\%$). For comparison, we also plot the upper bound given by (27). The Whittle’s index policy always approaches the bound closely, whereas the myopic policy falls below for non-i.i.d. links (we have shown a case of extreme heterogeneity, but clear gaps are also observed in other cases).

B. Comparison of Myopic & Whittle’s Indices

Under a similar model, [13] shows that if the goal is to access arms in a certain state, then the Whittle’s index policy coincides with the myopic policy for i.i.d. arms. In sharp contrast, we find that for the goal of tracking the states of all arms (as in our problem), the two policies are generally different. As shown in Fig. 5, the indices used by the two policies differ not only in the absolute value, but also in the relative value. In particular, the myopic index is symmetric around 0.5, whereas the Whittle’s index can be asymmetric. A closer look reveals: (i) the Whittle’s index is larger than the myopic index, and tends to be relatively larger around the equilibrium state $x_0$, and (ii) the difference between the two indices tends to increase with $|p_1 - p_0|$, both observations consistent with Proposition 1. In particular, $|p_0 - p_1|$ indicates how different the arm is from an i.i.d. process, and since the Whittle’s index takes the temporal correlation into account while myopic index does not, they deviate more when this correlation gets stronger. In the special case that $p_0$, $p_1$ are symmetric around 0.5 (i.e., $p_0 + p_1 = 1$), the Whittle’s index is also symmetric (not shown). Recalling from (10) that all states (except for the initial one) must lie between $p_0$ and $p_1$, we can draw the following conclusions: for i.i.d. arms, the Whittle’s index policy is equivalent to the myopic policy if (1) $p_0$, $p_1$ are on the same side of 0.5, or (2) $p_0$, $p_1$ are symmetric about 0.5.
where $|N(v)|^{(i)}$ is the $i$th smallest node degree in the base network. It is easy to see that $R'_{\infty}(\pi^{*}_{V,K}) \geq R_{\infty}(\pi^{*}_{V,K}) > R_{\infty}(\pi^{*}_{V,K})$. Moreover, since node sampling depends on the topology of the base network, we simulate two topologies with different levels of regularity: a lattice graph and a random graph, where the latter has the same size ($N$ and $M$) as the former but randomly distributed (base) links.

For i.i.d. links (Fig. 7), there is no visible difference between the extended Whittle’s index policy and the myopic policy as in the link sampling case (Fig. 6 (a)). Moreover, the greedy algorithm (“Greedy cover”) performs almost as well as the optimal algorithm (“Max cover”). Between the two base topologies, we see that the gap with the relaxed upper bound in (38) is much smaller for the lattice graph. We then simulate the non-i.i.d. case by selecting half of the links as fast-varying links and the rest as slow-varying links, keeping links of the same type close to each other. As shown in Fig. 8, we see similar behavior as before, except that the extended Whittle’s policy now outperforms the myopic policy significantly (by $\approx 24\%$ for lattice and $\approx 10\%$ for random graph), and there is always a gap ($< 10\%$) with the upper bound.

Combining the observations in Section VI-C1–VI-C2, we conclude that the Whittle’s index policy and the myopic policy perform equivalently if the links are i.i.d. For non-i.i.d. links, the Whittle’s index policy can be significantly better (by $> 20\%$), with near-optimal performance under link sampling, but possibly suboptimal performance under node sampling. Note that the suboptimality is not certain as the bound in (38) is further relaxed and may not be achievable. Similar observations have also been made under the undiscounted reward [15].

VII. CONCLUSION

We have developed efficient sampling policies based on the Whittle’s indices for tracking the topology of dynamic networks under sampling constraints. For heterogeneous links, the proposed policies achieve significantly higher tracking accuracy than the myopic policy that always samples links/nodes with the highest uncertainty, especially under regular base network topology. Although our discussion is limited to link or node sampling, the idea of maximum coverage using the Whittle’s indices as link weights is applicable to more general scenarios of subgraph sampling. In this work, we have ignored the correlation among links to focus on their temporal evolution. Although link correlation can be modeled by extending the per-link models to a joint model of all links (e.g., an $M$-dimensional Markov chain), a straightforward extension (via Partially Observable Markov Decision Process) may not allow for efficient, (near) optimal sampling policies, and it remains open to what extent one can capture link correlation and still have tractable solutions. Our work provides a concrete foundation for tackling these problems.
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